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INTRODUCTION

Temperature is one of the most important fac-
tors affecting the wholesomeness of foodstuffs. 
In the framework of legislative requirements, the 
operators of cold and refrigerating stores must 
monitor the temperature. The temperature moni-
toring must be carried out using a thermometer 
that will allow the recording of highest and lowest 
temperatures over a period of time. The tempera-
ture fluctuations can cause degradation of food.

A lot of cold store operators use low-cost 
thermometers, while others use radio frequency 
identification (RFID) for temperature monitor-
ing and inventory monitoring. RFID technology 
passively records temperature data and trans-
lates temperature data into readily-available data 
within inventory management systems. This al-
lows a complete tracking of the plant without 
any additional labor costs incurred in the case 
of manual readout.

After completing the demand forecast, op-
erators can make decisions about the use of stor-
age areas in temperature zones. The temperature 
mapping is especially essential for the facilities 

working with sensitive products such as food 
products or pharmaceuticals. Mapping is per-
formed to verify the efficiency of storage condi-
tions in refrigerated / cool warehouses and refrig-
erators. In these devices, it is necessary to monitor 
the changes in the temperature occurring in the vi-
cinity of the fan due to the opening the doors, the 
movement of the persons and the number of prod-
ucts in time. Temperature mapping identifies the 
points with the highest temperature fluctuations 
and temperature differences as well as enables to 
analyze their causes. Temperature mapping can 
be influenced by external factors such as weath-
er, but also internal ones, such as airflow limita-
tions. When the mapping process is completed, 
temperature sensors should be installed to allow 
continuous monitoring of the areas most affected 
by temperature changes. The process of tempera-
ture mapping should be planned and documented. 
Before installing sensors, it is necessary to de-
velop documentation that must be approved and 
reviewed by process owners and quality auditors.

While planning the layout of the monitor-
ing system, the relevant country legislation 
must be taken into account. The recommended 
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number of is to be installed depends on the vol-
ume of the cooling chamber. The sensor device 
can be effectively divided into zones, according 
to areas in controlled temperature spaces that 
are affected by similar influences. If the moni-
toring devices are zoned, the operating data can 
be compared to provide a picture of the overall 
functioning of the system.

At present, there are many studies focused on 
studying and controlling indoor storage tempera-
tures. Different elevation temperatures used for 
storing the product for several weeks or months 
can cause losses in product qualities.

Reid and Perez [16] showed the influence of 
temperature fluctuations. Regular weighing of 
frozen gel (in the cold room) monitored the rate 
of moisture loss. In this way, the problems caused 
by condensation of absorbed moisture were mini-
mized. The results clearly confirmed that the mi-
gration rate of moisture was increased at higher 
average storage temperatures. In addition, it was 
clearly evident that the migration rate of moisture 
was increased at higher fluctuations in tempera-
ture amplitude [16]. The signs of moisture mi-
gration occur mainly in frozen foods stored for a 
longer period of time. 

In their studies, César Porras-Amores et al. 
[15] analyzed the vertical temperature gradients 
in the warehouses, quantified their value and 
analyzed their development during the year. The 
quality of a pharmaceutical product depends, to a 
large extent, on the environment during its stor-
age and handling. Each pharmaceutical product 
should be handled and stored under the speci-
fied storage conditions listed on the product in-
formation sheet or in the product packaging. The 
temperature fluctuations during raw material in-
take, production of pharmaceutical products and 
distribution should be managed throughout the 
product life cycle [9].

 Mercier et al. [4] showed that the cooling 
chain efficiency is not ideal. Often, temperature 
fluctuations occur above or below the optimum 
temperature range specific to the product. Tem-
perature fluctuations threaten the safety of food 
and deteriorate it. They reviewed the studies of 
time and temperature conditions in each critical 
phase of the refrigeration chain to assess the cur-
rent state of commercial refrigeration chains.

Some studies address the temperature control 
by using various control devices, i.e., micropro-
cessors. The design of the microcontroller mea-
surement system of storage temperature is found 
in the paper of Qi Bing Xia [19].

Innovative solutions are also available in this 
area. Xiao Feng Ning et al. [13] found that stor-
ing rice in winter in cold storage at low outside 
temperatures resulted in better germination, few-
er changes in the physiological properties of the 
grain, and cracking of the core than under nor-
mal storage conditions. Temperature and relative 
humidity are the most important environmental 
factors affecting the sensory quality of products. 
Inappropriate storage conditions may cause unde-
sirable physicochemical changes and loss of qual-
ity in the stored products. In addition, humidity 
and temperature may also affect the presence of 
insect pests [13, 2] which can damage the product.

In the paper of Campbell [2], the equations 
for determination of radiant heating and the time 
constant of small thermocouples used for mea-
suring air temperature are given. The paper de-
scribes the study of temperature fluctuations us-
ing thermocouples.

A special regulator must be used to respond to 
temperature disturbances in and out of the cham-
ber to ensure high temperature stability of the air 
in a constant temperature chamber. The effect of 
periodic variations of air temperature on the ther-
mal stability of constant temperature chambers 
has been studied in the paper of Kazanskaya [6].

In this paper, daily measured temperatures 
in the cold store were evaluated. The data was 
compared with the outside air temperature. Vari-
ous statistical tests were used to evaluate the mea-
sured data, i.e., Kruskal–Wallis test, Bartlett’s 
test, and Nemenyi test.

The Kruskal–Wallis test is a nonparametric 
(distribution free) test and is used when the as-
sumptions of one-way ANOVA are not met. Both 
the Kruskal–Wallis test and one-way ANOVA as-
sess for significant differences on a continuous 
dependent variable by a categorical independent 
variable (with two or more groups). The Kruskal–
Wallis test by ranks, Kruskal–Wallis H test [7] 
(named after William Kruskal and W. Allen Wal-
lis), or one-way ANOVA on ranks [7] is a non-
parametric method for testing whether samples 
originate from the same distribution [8, 3, 17]. 
It is used for comparing two or more indepen-
dent samples of equal or different sample sizes. 
It extends the Mann-Whitney U test when there 
are only two groups. The parametric equivalent 
of the Kruskal-Wallis test is the one-way analy-
sis of variance. A significant Kruskal–Wallis test 
indicates that at least one sample dominates sto-
chastically over other samples. The test does not 
identify where this stochastic dominance occurs 
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or for how many pairs of groups stochastic domi-
nance obtains.

Since it is a non-parametric method, the Krus-
kal-Wallis test does not assume a normal distribu-
tion of the residuals, unlike the analogous one-way 
analysis of variance. If a researcher can make less 
stringent assumptions of an identically shaped 
and scaled distribution for all groups, except for 
any difference in medians, then the null hypoth-
esis is that the medians of all groups are equal, 
and the alternative hypothesis is that at least one 
population median of one group is different from 
the population median of at least one other group.

In statistics, Bartlett’s test [18] is used to 
check if the k samples are from the populations 
with equal variances. Equal variances across 
populations are called homoscedasticity or ho-
mogeneity of variances. Some statistical tests, 
for example, the analysis of variance, assume that 
variances are equal across groups or samples. The 
Bartlett test can be used to verify that assumption.

Bartlett’s test is sensitive to departures from 
normality. That is, if the samples come from non-
normal distributions, then Bartlett’s test may sim-
ply be testing for non-normality. Levene’s test 
and the Brown-Forsythe test are alternatives to 
the Bartlett test that are less sensitive to the de-
partures from normality [14, 4]. 

In statistics, the Nemenyi test is a post-hoc 
test intended to find the groups of data that dif-
fer after a statistical test of multiple comparisons 
(such as the Friedman test) has rejected the null 
hypothesis that the performance of the compari-
sons on the groups of data is similar. The test 

makes pair-wise tests of performance. The test 
is named after Peter Nemenyi [12]. The test is 
sometimes referred to as the “Nemenyi-Damico-
Wolfe-Dunn test” [17].

The paper consists of several parts. The “Ma-
terial and Methods” section describes the refrig-
eration store and the principle of its operation. 
The “Theory/calculation” section includes a sta-
tistical analysis of the data obtained. The next 
section analyzes the causes of the found problem, 
i.e., non-compliance or fluctuations in tempera-
tures set in the warehouse. Finally, corrective ac-
tions are proposed to eliminate the problem.

MATERIAL AND METHODS

The refrigeration (cooling) store is an area 
for storing foodstuffs perishable due to a higher 
temperature than the set storage temperature with 
respect to the requirement to maintain its quality.

Product warehouses must be equipped with 
measuring, regulation and recording devices en-
abling the compliance with and control of the 
specified storage conditions. 

The stored products and packaging must 
be stored in such a way to be safely accessi-
ble; may not be stored directly on the floor nor 
touch the walls.

Figure 1 shows a diagram of a cold store 
with a description of its essential parts. The com-
pressor is the heart of the cooling system. The 
compressor compresses the cooling medium 
in the gaseous state, increases its pressure and 

Fig. 1. Cold storage refrigeration system piping diagram.
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temperature as well as pushes it into the condens-
er. The condenser is a heat exchanger where gas 
is cooled and changed to liquid. When condens-
ing the steam into the liquid, the steam must pass 
a portion of internal energy (so-called condensa-
tion heat) to the environment. Heat is fed by the 
fan. The liquid coolant passes through the expan-
sion valve, where the pressure drops sharply. The 
refrigerant enters the evaporator as a cold, low 
pressure liquid; the refrigerant begins to boil and 
evaporate, the evaporation causes a cooling effect 
in the room. The refrigerant leaves the evaporator 
as a warm, saturated low pressure gas. The circu-
lation is closed and repeated periodically.

The air temperature monitoring is designed to 
indicate the operation of refrigeration equipment, 
while the air temperature does not need to cor-
respond to the temperature of the food. However, 
the air temperature records are an important in-
dicator when assessing the suitability of the rel-
evant refrigeration equipment.

In-store temperature sensors should be con-
veniently positioned to measure the temperature 
at the warmest place. The measurement accuracy 
must be ensured by proper calibration. The sen-
sors should be located as high as possible, far 
enough away from the evaporator fan and at a 
sufficient distance from the inlet and outlet doors, 
to avoid sensing of too low temperatures or spo-
radic temperature fluctuations. The simplest way 
to monitor temperature is to read the mechanical 
thermometer data regularly and manually record 
it in the appropriate written form.

The number of temperature sensors depends 
on the size of the cool storage. Only one sen-
sor can be used in a store smaller than 500 m2 
(our case).

However, electronic thermometers are more 
commonly used to monitor the air temperature. 
They consist of a sensor located in the refrigerat-
ing compartment and reading and/ or recording 
device. Recording equipment is most often an 
analogue or mechanical recorder with graphical 
recording on special paper. An advantage is a 
simple check of the recorded data.

Figure 2 shows a process for evaluating mea-
sured data in a refrigeration store:
1. A daily record of temperatures in the cold store 

for 12 months.
2. Analysis of the applied statistical methods (sta-

tistical analysis of temperatures) – in this step 
the obtained data of temperatures measured in 
the cold store were statistically evaluated. 
a) Assessment of temperatures using 

descriptive statistics – In this step, all the 
measured data are evaluated using descrip-
tive statistics.

b) Assessment of temperatures in individual 
months – the measured data are evaluated, 
and the graph is displayed by each month.

c) Comparison of temperatures and group for-
mation – the measured data in individual 
months are compared to each other and 
groups of similar months are formed. 

d) Monitoring of dependence between store 
temperatures and outside air temperature, 
i.e., the measured air temperature values in 
the store are compared with the outside air 
temperature. The dependence between data 
is checked. 

e) Conclusions from the statistical survey.

3. Analysis of causes of temperature fluctua-
tions. Brainstorming determines the causes of 
temperature fluctuations in the store. Depen-
dence and relationship between the causes are 
identified. 

4. A suggestion of corrective actions to reduce 
temperature fluctuations in the cold store.

THEORY/CALCULATION

Daily temperature recording in cold store

When storing the foodstuffs perishable due to 
temperature, there is a legal requirement to mea-
sure the air temperature in the cool store once a 
day. The data recorded for a period of 12 months, 
representing the entire calendar year are analyzed.

Due to the stored product range, the range of air 
temperatures in the store is set from +1°C to +5°C. 

On the basis of these requirements, an optimal 
average temperature of +3°C was determined. It 
is advisable for the measured temperatures to 
have a normal distribution with this mean value 
and a standard deviation of up to 2/3, i.e., 0.67. 
This requirement also arises from the density of 
probability of normal distribution.

The recorded measurement results were ana-
lyzed for each calendar month.

The data analysis consists of evaluating the 
measured data using descriptive statistics, month-
ly comparison in terms of measured values, ex-
amining the relationship between outside temper-
ature and storage temperature.
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Analysis of use statistical methods

a) Analysis of temperature in store using descrip-
tive statistics:

Descriptive statistics of measured storage 
temperatures over the whole reference period are 
shown in Table 1. 

Table 1 shows that the specified temperature 
interval has not been met. The measured air tem-
perature in the store was higher than the upper 
standard limit (USL = +5°C) and 7 times lower 
than the lower standard limit (LSL = +1°C). The 
calculated average air temperature in the storage 
is satisfactory. The standard deviation of 0.96 is 
higher than the optimal value of 0.67. The data do 
not come from a normally divided population, the 
value of the p-value of Shapiro-Wilkov’s normal-
ity test < 0.05.

b) Assessment of temperatures in store in indi-
vidual months:

The calculated descriptive statistics for indi-
vidual months are shown in Table 2. Graphically, 
the results of the measurements are presented in 
the box graph (see Figure 3). The boxes present 
the mean value and variability of the measured 
temperatures in each month. The LSL line (Low-
er Standard Line) represents the lower tolerance, 
and the USL line (Upper Standard Line) is the up-
per limit of the specified temperature range. On 
the basis of Figure 3 and Table 2 it is obvious that:
 • In four consecutive months, i.e. January, Feb-

ruary, March, April, the lower temperature 
limit +1°C was exceeded. In January, the 
minimum allowed temperature was exceeded 
three times, in April – twice, in February and 
March – once. The lowest recorded tempera-
ture was -0.5°C in April. 

 • In March, July and August the temperature 
was around the upper limit of USL = + 5°C. In 
June, the maximum allowed the temperature 
of + 0.1°C was exceeded in the store. 

 • Figure 3 and Table 2 exhibit large variability 
of the measurement results through Range R – 
in January, February, March, and April.

 • The results of verifying the normality of mea-
sured data indicate that the population of the 
results from the measurements can be con-
sidered a normal distribution in March, April, 
July, September, November, and December. In 
the remaining months, the hypothesis about 
the normal distribution of the population is re-
jected. This means that data are not bundled 
around the average.
The critical months are:

 • January to April – winter months, due to ex-
ceeding the lower temperature limit (LSL) 
and high variability. In these months, the stan-
dard deviation was higher than the established 
maximum standard deviation. 

 • June to August – summer months; in these 
months, the average temperature was +1°C 
higher than the optimal value. The standard de-
viation value in these months was satisfactory.

c) Comparison of temperatures in months and 
group formation:

A Kruskal-Wallis test was chosen to verify 
the existence of statistically significant differ-
ences between storage temperatures in individual 
months. The test was selected on the basis that the 

Fig. 2. The sequence of the cold stor-
age temperature evaluation steps

Table 1. Descriptive statistics of measured storage 
temperatures

Description Value

Count 359

Min 0.5

Max 5.1

Range – R 4.6

Average 3.17

Standard deviation – sd 0.96

Shapiro-wilk normality test p-value 4.6E-05

Count values below LSL 7

Count values above USL 1
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assumptions for the use of parametric assays were 
not met; the data did not have normal population 
distribution and homoscedasticity.

Homoscedasticity (homogeneity of varianc-
es) of the population was confirmed by Bartlett’s 
test of homogeneity of variances with the result of 
p-value = 2.42e-16. This means that the zero hy-
potheses of dispersion homogeneity are rejected.

The result of comparing the air temperature in 
the store by individual month, by Kruskal–Wal-
lis rank sum test is the p-value of 2.2e-16. This 
means that there are at least two months in which 
temperatures are statistically significantly differ-
ent from each other. In order to find similar and 
different months, the paired comparison was used 

according to Nemenyi´s test of multiple compari-
sons for independent samples.

The results of pair comparisons between the 
average temperatures in the month, for which 
the zero matching hypothesis was rejected, are 
shown in Table 3. These results coincide with the 
graphical comparison of the groups in the box 
graph (see Figure 3).

On the basis of results (Table 2 and Table 3), 
three groups of months were created for which the 
zero hypothesis of compliance was not rejected. 
Time series of daily temperatures were presented 
graphically for each group of months together 
with the determined optimal average temperature 
and the USL and LSL limits:

Fig. 3. The recorded temperature in cold store of finished products

Table 2. Descriptive statistics of storage temperatures in individual months

Min Max Range Average Standard deviation 
sd

p-value Below LSL Above 
USL

Jan 0.8 3.9 3.1 1.92 0.8 0.04 3 0
Feb 0.8 4.5 3.7 2.38 1.6 0.04 1 0
Mar 0.8 5 4.2 2.72 1.4 0.23 1 0
Apr 0.5 4.3 3.8 2.6 1 0.48 2 0
May 2.7 4.7 2 3.39 0.47 0.03 0 0
June 3.1 5.1 2 3.96 0.53 0.03 0 1
July 2.5 5 2.5 3.97 0.56 0.32 0 0
Aug 3.1 5 1.9 4.37 0.56 0.01 0 0
Sept 2.5 4.5 2 3.28 0.46 0.17 0 0
Oct 2.3 4.8 2.5 3.2 0.49 0.01 0 0
Nov 2.1 4 1.9 3.3 0.39 0.16 0 0
Dec 2.3 3.8 1.5 3.1 0.31 0.68 0 0
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 • group of summer months – June, July, and Au-
gust (see Figure 4),

 • group of autumn months – September, Octo-
ber, November, December (see Figure 5),

 • group of winter months – January, February, 
March, and April (Figure 6).
The rule for grouping is as follows:

 • In pair comparison, a zero matching hypoth-
esis was not rejected for any two months in 
the same group. 

 • There is more than one pair of months of the 
first and the second groups, the second and the 
third groups and the first and the third groups 
for which the zero matching hypothesis was 
rejected in the paired comparison.

Figure 4 shows that in the summer months, the 
temperature in the store is in the upper tolerance 
zone above the Central Line (CL) +3 °C. The low-
est value was recorded in July and reached 2.5 °C.

Figure 5 indicates that in the autumn months, 
the temperatures in the store oscillate around CL 

+3 °C. The first recorded temperature in October 
reaches the highest value of the selected group, 
i.e. 4.8 °C. 

Figure 6 shows that in the group of winter 
months, the measured temperature dropped be-
low the set minimum value +1 °C. Most of the 
measured values oscillate below CL +3 °C. In 
March, the values were the highest ones. One val-
ue reached the set maximum value of +5 °C. May 
cannot be classified into any of the groups, based 
on the measured temperature results.

d) Monitoring of dependence between cold store 
temperatures and outside air temperature:

The data was cleared of the trend component 
to analyze the relationship between the outside 
average air temperature and the store air tem-
perature. For external temperatures, the trend 
was considered in the shape of the third degree 
polynomial. A constant trend of +3 °C was con-
sidered for storage temperature, i.e. the optimal 

Table 3. Results of Nemenyi´s test

Month mean. rank. differentia p- value Month mean. rank. differentia p- value
aug-apr 186.8531 3.3e-10 may-feb 96.80990783 0.01799
july-apr 151.8531 1.3e-06 july-jan 214.42096774 2.0e-13
june-apr 151.8988 1.7e-06 june-jan 214.46666667 2.4e-13
dec-aug -165.6210 6.1e-08 may-jan 142.32419355 5.6e-06
feb-aug -203.9067 3.3e-12 nov-jan 91.61666667 0.03089
jan-aug -249.4210 1.1e-13 oct-jan 112.72741935 0.00134
may-aug -107.0968 0.00283 sep-jan 125.78333333 0.00017
mar-aug -180.8871 4.5e-10 mar-july -145.88709677 2.0e-06
nov-aug -157.8043 1.9e-07 nov-july -122.80430108 0.00024
oct-aug -136.6935 1.4e-05 oct-july -101.69354839 0.00642

sept-aug -123.6376 0.00021 sep-july -88.63763441 0.04055
july-dec 130.6210 8.8e-05 mar-june -145.93279570 2.6e-06
june-dec 130.6667 0.00011 nov-june -122.85000000 0.00028
july-feb 168.9067 2.8e-08 oct-june -101.73924731 0.00720
june-feb 168.9524 3.8e-08 sep-june -88.68333333 0.04393

Fig. 4. Recorded temperature in cold store in the group of summer months
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average value. The calculated Pearson correlation 
coefficient “r” is 0.256, indicating that there is 
a relationship between store temperatures and an 
outside average daily temperature with a p-value 
of 8.7e-07.

A constant trend with the arithmetic mean of 
the temperature in the month is predicted for the 
temperature in the store to find out the correlation 
between the temperature in the store and the out-
side temperature for each month. The results of 
the correlation between the average outside tem-
perature and the storage temperature are shown 
in Table 4. The statistically significant correlation 
was confirmed in March, May, and November 
(highlighted).

Figure 7 shows two time series of devia-
tions from the trend in these months (March, 
May, November) – the time series of the outside 
temperatures and the time series of the storage 

temperatures, both of them being cleared of the 
trend component.

e) Conclusions from the statistical survey:

In the winter months, the measured tempera-
ture dropped below the set value. In these months, 
the variability of the measured values was high. 
This indicates that there are no appropriate mode 
arrangements to keep the air temperature in the 
store and outside space, or they have not been ob-
served or specified. In the summer months, the 
average measured storage temperature was in the 
upper tolerance band, and the measured data had 
low variability. This indicates that insufficient 
cooling performance has been set. For three of 
twelve months analyzed, there was a proof for the 
existence of the linear relationship between the 
outside air temperature and the air temperature 
in the cold store. Measurements were performed 

Fig. 5. Recorded temperature in cold store in the group of autumn months

Fig. 6. Recorded temperature in cold store in a group of winter months

Table 4. Correlation values between storage temperature and outside temperature

Jan Feb March April May Jun July Aug Sep Oct Nov Dec

0.234 -0.261 0.375 0.172 0.359 0.204 0.082 -0.008 -0.055 0.073 0.396 0.253
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once a day; there is a possibility that the tempera-
ture in the store could have actually even exceed-
ed the tolerance values in the short term.

Analysis of causes of not keeping 
the specified temperature

The purpose of the analysis is to identify 
the causes of not keeping, fluctuation of the set 
temperature in the cold store, their relations, and 
importance. The failure to keep the set tempera-
ture will be called the effect. The next objective 
is based on findings to suggest the measures to 
remedy the effect.

A Cause-Effect diagram or an Ishikawa dia-
gram was used to solve the problem. This diagram 
has the shape of a fish bone (see Figure 8). On the 
right side of the diagram, there is an effect – the 
head of the fish bone. The left-hand side of the 
diagram shows the causes. Major cause catego-
ries are shown as gross fish bones. Subcategories 
of causes are secondary causes [1].

The following categories of causes which 
cause temperature fluctuations in the cold store 
(see Figure 8) were identified through brain-
storming – human factor, products, temperature 
measurement, thermoregulation, weather effects, 
component failure, power outages.

the statistical quality tools i.e. Relations dia-
gram were used, to identify the relationship be-
tween the main causes. This diagram [11] is also 
referred to as Interrelationship Digraph. It allows 

identifying logical or causal links between differ-
ent categories of causes that relate to the problem 
being solved. The relational diagram shown in 
Figure 9 was created to determine the relation-
ship between causes and effects,.

While determining the relations, the answer 
to the question: “Can this factor affect another?”, 
is sought. While creating a relational diagram, the 
logical and causal relationship is shown by the ar-
rows leading from the cause to the effect. This 
process was repeated for all causes. After plotting 
the diagram, the number of inputs and outputs 
was calculated. The order of the individual cat-
egories of causes was determined. However, the 
resulting relations do not imply the importance of 
the cause, just mutual dependence.

The relational diagram Figure 9 showed that 
it is not uniquely identified by the key causes 
of temperature fluctuations in the cold store. 
The temperature fluctuations are affected main-
ly by three categories of causes – human factor, 
component failure, and weather effects. Each of 
these cause categories has four outputs.

The human factor is one of the causes signifi-
cantly influencing temperature fluctuations in the 
finished product store. This category of causes 
affects:
 • Products – quantity and location of the prod-

ucts deposited. Some products in the produc-
tion process undergo certain heat treatment. 
When placed in a cold store, they must have 
an optimal temperature.

Fig. 7. Time trend of storage temperatures an outside temperature in individual months
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 • Setting the thermoregulation.
 • Serviceability of components and unintention-

al disconnection of power supply.

Device component failure and the power fail-
ure may occur sporadically. This factor is risk. 
Component failure or power failure affects:
 • thermoregulation, 
 • temperature reading,
 • products because of their degradation.

The impact of the weather was also confirmed 
by statistical surveys. The changes in temperature 
during the seasons affect:
 • thermoregulation system – works differently 

in winter and in the summer months,

 • measured temperature, 
 • products temperature, as temperatures fluctu-

ate. The cold store is located directly at the 
distribution point. When unloading, it is open 
and thus comes into contact with ambient air, 
and seasonally it affects the temperature in 
the store.

Products – less significant factor (3 outputs) 
influencing the temperature fluctuations in the 
store. The quantity, temperature, and method of 
products storage affect:
 • thermoregulation;
 • measured temperature.

Fig. 8. Cause-Effect diagram.

Fig. 9. Relations diagram
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Thermoregulation affects the measured val-
ues of temperature and products. Incorrect set-
ting of thermoregulation or its failure may have 
serious consequences. It is important to place the 
thermostatic sensor properly, as described in the 
introduction to the paper.

The measured temperature is influenced by 
the human factor. Incorrect temperature readout 
(incorrect entry or readout time) can lead to incor-
rect thermoregulation setting. The measurement 
results are different after distribution than those 
at reading the temperature after a certain time pe-
riod has elapsed when the temperature in the store 
has stabilized.

RESULTS AND DISCUSSION

The statistical analysis showed that tempera-
ture fluctuations occur in the cold store. During 
the winter months, the measured temperature 
dropped below the set value which can cause:
 • degradation of foodstuff,
 • reduction of the biological value of the 

products,
 • loss of original properties – taste, color, smell, 

etc.

In the summer months, the average storage 
temperature measured in the upper tolerance band. 
Higher temperatures can cause the occurrence 
of microorganisms in products. Three months 
(March, May, and November) confirmed the lin-
ear dependence of the temperatures measured in 
the cold store with the outside air temperature.

The C-E diagnostics, Relation diagram and 
brainstorming tools, were used to solve the prob-
lem of temperature fluctuations in the cold store. 
On the basis of the analysis, corrective actions 
were proposed:
 • It is necessary to minimize or to eliminate 

the effect of the season on the storage tem-
perature. By introducing the guards/ curtains. 
There will be less heat exchange between the 
cooling box and the surrounding area of the 
product distribution. These curtains serve as 
a dividing wall. They can be lifted or shifted. 
They allow free movement or passage of ve-
hicles. In addition to the elimination of heat 
exchange, their purpose is also to reduce the 
electricity consumption and protect the store 
against dust particles.

 • In order to increase the credibility of the hu-
man factor, it is necessary to develop rules 
(standards) and to ensure that they are adhered 
to. The proposed standards related to products 
and temperature measurements. The proposed 
standards are in Table 5. The standards should 
be reviewed and approved. They must be 
available and suitable for use.

 • The other proposed measures concern the hu-
man factor. It is necessary to provide training 
for the workers who come into contact with 
cooling boxes and refrigerators. The aim of 
the training is to inform the workers about:

 ο optimal time of door opening, 
 ο correct temperature of placing the prod-
ucts that undergo a certain heat treatment,

 ο optimal quantity of placed products,
 ο the correct time of reading out and re-
cording the temperature.

 • Training at the workplace can take place in the 
form of:

 ο working meetings – meetings to commu-
nicate, coordinate and improve the work 
performance;

 ο mentoring – it is an informal method of 
education. The trained worker is assigned 
a mentor who acts as a helper and a guide 
and provides feedback to the trainee. 

 ο graphical form via instruction posters, 
pictograms.

 • In order to ensure the optimum functioning of 
the cooling system, it is necessary:

 ο to define correct requirements for appli-
ances according to the type of use;

 ο to use equipment from renowned 
manufacturers;

 ο to ensure its correct installation.
 ο Even the use of high quality equipment 
without regular inspection, service, and 
maintenance will not ensure reliable and 
trouble-free operation.

Table 5 Proposed rules / standards

Rules/ Standards for:
Products •	depositing/taking foodstuff from the store 

(first in/ first out)
•	storing products 
•	determination of the temperature of 

products placed according to HACCP 
principles

Temperature •	 temperature measuring
•	 temperature setting
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 • In order to increase the reliability of the mea-
surement and to eliminate the thermoregula-
tion errors, it is necessary to consider the re-
dundancy N + 1, or 2 N. Redundancy would 
involve thermos-sensors, but also a readout 
device – a thermometer. Redundancy of power 
supply should also be considered.

 • We propose using an automated system for 
measuring and controlling the temperature 
with recording in the database by continu-
ous evaluation of ambient conditions or in-
fluencing factors and gradual adaptation of 
control.

CONCLUSIONS

Food storage temperature is one of the most 
important factors influencing its quality. In the 
cold store, temperature fluctuations often occur 
above or below the optimum temperature range. 
Increasing temperatures in the cold store create 
favorable conditions for the formation of micro-
organisms. Food can be degraded when the tem-
perature is lower than the specified one. 

The paper analyzed the influence of out-
side air temperature on the temperature in the 
cold store. The temperatures were monitored 
throughout the year. The statistical analysis of 
the measured temperatures in the cold store re-
vealed that the season period or the temperature 
changes in the seasons affect the temperature in 
the store. Using the quality tools, the key factors 
influencing the temperature changes in the store 
were identified. Corrective actions concerning 
not only the staff but also the technical equip-
ment of the workplace were suggested based on 
this analysis. The suggested measures concern-
ing the staff include the development of work-
flows for the product, procedures for correct 
temperature measurement and training of staff. 
The measures concerning the technical equip-
ment should minimize temperature fluctuations 
and increase the operational reliability.

The next step should involve implementing 
these measures into practice and evaluating their 
effectiveness.
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